Optimizing Binary Convolution for Compute-In-SRAM Accelerator
Author: Samantha Cobado Advisor: Prof. Zhiru Zhang

Background Model Implementation Preliminary Results

Abstract Binary Convolution Speedup Over CPU
for Binary Convolution
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Because the number of entries on the APU is limited by the vector

Binary neural networks were chosen for optimizing on the APU since it registers, tiling is necessary to break it into smaller parts. However, this

has potential for large amounts of speedup on in-memory computing requires more calls to run the APU and thus, more data transfers. C sow BCONV2 BCONV3 BcoNVa
devices due to being able to binary encode and pack data. yer
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can be significantly reduced. Combining bit packing and minimization of tiling has the potential to

Memory transfers to and from the APU results in a significant overhead OIML _ |
significantly speedup binary convolution on the APU over that on a CPU.

as the data needs to pass between different memory blocks.
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